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[Graphical representation of an Atari game]
MACHINE LEARNING
import csv

# write stocks data as comma-separated values
writer = csv.writer(open('stocks.csv', 'wb', buffering=0))
writer.writerows([  ('GOOG', 'Google, Inc.', 505.24, 0.47, 0.09),  ('YHOO', 'Yahoo! Inc.', 27.38, 0.33, 1.22),  ('CNET', 'CNET Networks, Inc.', 8.62, -0.13, -1.49)])

# read stocks data, print status messages
stocks = csv.reader(open('stocks.csv', 'rb'))
status_labels = {-1: 'down', 0: 'unchanged', 1: 'up'}
for ticker, name, price, change, pct in stocks:
    status = status_labels[cmp(float(change), 0.0)]
    print '%s is %s (%s%%)' % (name, status, pct)
Traditional Programming

Data → Computer → Output
Program → Computer

Machine Learning

Data → Computer → Program
Output → Computer
Y = ? · X
NEURAL NETWORK
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<table>
<thead>
<tr>
<th>X1</th>
<th>X2</th>
<th>X3</th>
<th>X4</th>
<th>Out</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>
DEEP LEARNING
DEEP LEARNING CAT
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SUPERVISED LEARNING
your neural network

YIQ formula
DIMENSION

[r, g, b]  [r] [g] [b]

[Image of color model with red, green, and blue dimensions]
\[ Y = W \cdot X \]
FINDING WEIGHTS
After 1st stage "swings slightly"
FUNCTION FINDER
UNIVERSAL APPROXIMATION THEOREM
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